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Résumé — The purpose of this methodological note is to
provide a brief description of the principle of non-response
correction through imputation and the methods most frequently
used to implement that principle.

I. REMINDERS CONCERNING RANDOM SAMPLES

Official statistics surveys are carried out on parts of the
total population of households or businesses, known as
samples, selected at random. In fact, this method offers good
statistical properties. It consists of assigning to each part s
of the population a probability p(s) of being selected, and
of selecting the part of the population to be surveyed in
accordance with those probabilities. The sampling method
thus defined results in assigning to each individual i in the
population a probability πi of being surveyed, known as the
probability of inclusion.

In this context, if the aim is to estimate the total within the
population U for a variable of interest y using the sample
surveyed S, then the traditional expansion estimator, also
known as the Sen-Horvitz-Thompson estimator, defined by

ŶS = ∑
i∈S

yi

πi
(1)

is an unbiased estimator under the sampling plan. This means
that its average over all possible samples, weighted by their
probability of being selected, ∑s⊂U p(s)Ŷs, is equal to the true
total of y across the population ∑i∈U yi.
In addition, the variance of the estimator under the sampling
plan, ∑s⊂U p(s) [Ŷs−∑i∈U yi]

2 can be estimated based on the
data available on the sample S, more or less easily depending
on the complexity of the sampling plan.

II. NON-RESPONSE : DEFINITION AND CONSEQUENCES

A. Definition

An individual in the sample is classed as a non-respondent
if it has not been possible to obtain usable information on
all or part of the questionnaire for that individual. If the
entire questionnaire or too large a part of the questionnaire
is unusable, the individual is deemed to be a total non-
response :he or she did not provide any information that is
actually usable. If only certain questions are unusable, the
individual is deemed to be a partial non-response.

B. Reduction in Accuracy

The variance of the estimators computed on random
samples is generally inversely proportional to the number of
units available in the sample. Non-responses decrease the size
of the usable sample and thereby increase the variance of
the estimators. However, this problem can be partly handled
upstream, by anticipating the survey response rate and in-
creasing the size of the sample selected. This will ensure that

the number of respondents to the survey will be sufficient for
the estimators to satisfy the accuracy constraints or objectives
imposed on the survey.

C. Estimation Bias

The second problem posed by non-responses is the most
significant : the expansion estimator based only on respon-
dents R, ∑i∈R

yi
πi

, is biased. This bias has two origins :

I lack of coverage : : the sum of the survey weights 1
πi

across the sample is, on average, equal to the size of the
population U .The sum of the weights of respondents
alone, however, is always less than the size of the
population. This is due to the fact that each unit in
the sample represents a certain number of units in the
population. Non-responses therefore result in part of the
population not being represented by the sample ;

I selection bias : respondents are likely to differ from
non-respondents. Therefore, in a survey such as the
continuous employment survey, the aim of which is
to estimate the unemployment rate, if non-respondents
are more often those in employment, the proportion
of unemployed people among the respondents will be
higher than the actual proportion within the population.
An unemployment rate estimator 1 calculated based on
respondents with non-response weights that have not
been corrected will overestimate the rate of unemploy-
ment within the population.

The various methods of non-response correction are inten-
ded to limit or even eliminate the bias introduced by non-
responses. There are two main method types :

I re-weighting methods, described below in this note ;

I imputation methods, described in the methodological
note describing the correction of non-responses through
imputation.

III. NON-RESPONSE CORRECTION THROUGH IMPUTATION

A. Principe

The principle behind imputation methods is simple : it
involves replacing the missing values for the variables of
interest in the survey with plausible values, created using
information external to the survey, relying on the responses
given by the respondents to the survey or combining informa-
tion provided by respondents and external data. The corrected

1. Defined as the number of unemployed people within the active
workforce, i.e. the sum of the number of unemployed and the number of
people in employment.
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non-response estimator for the total variable y across the
population U is then equal to

Ŷ I
R = ∑

i∈R

yi

πi
+ ∑

i∈S−R

y∗i
πi

(2)

where R is all respondents and y∗i is the imputed value for
the variable y for the individual i.

The imputed values are created by assuming that there is
a model, either deterministic or random, linking within the
population the values of the variable of interest to the values
of other variables, known as auxiliary variables, available
for respondents and non-respondents. 2 It is thus assumed
that the values observed in the population are derived from
this model (sometimes also called a superpopulation model).
Survey respondents are used to estimate the parameters of the
model (see Figure 1). The values imputed to non-respondents
are then obtained by applying the model, using the values
observed for non-respondents as the values of the auxiliary
variables and using the parameters estimated for respondents
as the parameters of the model.

Superpopulation Population U Sample S

Estimation
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repondents

Imputation of Yi

by Ŷi = f (Xi; θ̂)

for the
non-respondents

Y = f (X;θ)

Non Respondents
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drawing into the
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distribution

Selection
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to the initial

sampling design

Fig. 1. Non-Response Correction through Imputation

Under this general principle, there are many different
methods of imputation, which we will now quickly list.

IV. IMPUTATION METHODS

A. Classification of Methods

It is possible to make a distinction between the various
existing imputation methods in accordance with two different
classifications.

The first classification compares :

I deterministic methods : if the imputation method is
applied several times, the value imputed is always the
same. This group includes deterministic imputation,
cold-deck imputation, mean imputation, median im-
putation, ratio imputation, regression imputation, unit
trend imputation or even nearest-neighbour imputa-
tion ; ;

2. These variables are derived from the sampling frame from which
the survey sample is drawn or from administrative sources matched to the
sampling frame. Paradata describing the survey collection process may also
be used.

I random methods : the imputed value differs each
time the method is applied. This group includes the
methods for imputation with residuals and random hot-
deck imputation.

It is also possible to classify the imputation methods
making a distinction between :

I donor methods :the value used for the imputation is
the response provided by a survey respondent. This
group includes nearest-neighbour imputation and hot-
deck imputation ;

I predicted value methods : the imputed value is not
based on the response of a single respondent, but mixes
information external to the survey and the responses of
multiple respondents.

B. Deterministic Methods

α . Deterministic Imputation

Deterministic imputation involves exploiting the rela-
tionships between the variables of the questionnaire to
deduce from them, with certainty or under reasonable
assumptions, the value to be imputed. It makes it
possible, for example, to impute with certainty a total
that is undeclared, but which has a breakdown provided
according to a typology. This method only applies in
a few cases and only for the correction of partial non-
responses.

β . Cold-Deck Imputation

Cold-deck imputation involves replacing the missing
value with a value from an external source. It is
often used in business surveys to impute the number
of employees of a business or the sector, where that
number is requested at the beginning of a questionnaire
as framing data, using the values entered in the SIRENE
Business Register. This method assumes the existence
of a reliable external source, in which the variable to
be imputed is available and measured over a period of
time and in accordance with a method and concepts
close to those of the survey.

γ . Mean or Median Imputation

This method involves replacing the missing value with
the mean or median of the responses for that variable
provided by the respondents. The method is generally
applied by dividing the population into separate groups,
known as imputation classes. The responses of the
respondents in each class are then used to create the
values to be imputed for the non-respondents in the
class. Mean imputation makes it possible to create
imputations that respect the linear relationships exis-
ting between the variables (accounting constraints, for
example), however the means imputed are sensitive to
atypical responses. Conversely, median imputation is
robust to atypical responses, but results in imputations
that do not respect the linear relationships that may
exist between variables to be imputed. The method is
effective if the imputation classes are homogeneous in
terms of the values of the variable of interest.
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δ . Imputation by the Ratio

Imputation by the Ratio requires the availability of a
quantitative auxiliary variable for respondents and non-
respondents. In this case, the method involves calcu-
lating the mean or median ratio between the variable
of interest and the auxiliary variable observed for the
respondents and replacing the missing value by impu-
ting the product of the value of the auxiliary variable
and the ratio estimator calculated for the respondents.
The method is most often applied within imputation
classes. It is effective if the variable of interest and the
auxiliary variable are closely correlated, and if their
ratio is homogeneous within the imputation classes.

ε . Regression Imputation

Regression imputation is a form of general application
of ratio imputation. If auxiliary variables are available
for the respondents and non-respondents, the method
involves estimating a linear or generalised linear regres-
sion model for the respondents, in accordance with the
nature of the variable to be imputed, using the auxiliary
variables to explain the variable to be imputed. The
values of the auxiliary variables for the non-respondents
and the parameters of the models estimated based on
the respondents are then used to create predicted values
for each non-respondent that replace the missing values
for the variable of interest. This method requires the
availability of a wealth of auxiliary information and is
all the more effective the stronger the relationship is
between the variable to be imputed and the auxiliary
variables and the more the type of imputation model
selected is correct.

ζ . Unit Trend Imputation

Regression imputation is a form of general application
of ratio imputation. If auxiliary variables are available
for the respondents and non-respondents, the method
involves estimating a linear or generalised linear regres-
sion model for the respondents, in accordance with the
nature of the variable to be imputed, using the auxiliary
variables to explain the variable to be imputed. The
values of the auxiliary variables for the non-respondents
and the parameters of the models estimated based on
the respondents are then used to create predicted values
for each non-respondent that replace the missing values
for the variable of interest. This method requires the
availability of a wealth of auxiliary information and is
all the more effective the stronger the relationship is
between the variable to be imputed and the auxiliary
variables and the more the type of imputation model
selected is correct.

η . Nearest-Neighbour Imputation

The method (see [7]) involves defining a distance
between observations based on the auxiliary variables
available for the respondents and non-respondents.
The imputed value is then the response given by the
closest respondent to the non-respondent based on
this distance. The method is highly dependent on the
distance selected. The method involving matching to

the predicted value (predictive mean matching) is a
form of nearest-neighbour imputation that requires two
stages. First, an explanatory model of the variable
to be imputed is constructed for the respondents, in
accordance with the auxiliary variables. This model
is used to calculate a predicted value for the variable
of interest for respondents and non-respondents. The
distance between observations is then calculated as the
square of the difference between predicted values of the
variable to be imputed. It is also possible to construct a
model explaining being a respondent, for the variable to
be imputed, in accordance with the auxiliary variables.
The distance between observations is then equal to the
square of the difference between the probabilities of
responding predicted by the model.

C. Random Methods

α . Residual Methods

Residual methods involve using a deterministic impu-
tation method and adding a random residual to the im-
puted value created through this method. This residual
can be determined in two ways :
I either the residuals are drawn in a parametric law

that is fixed, a priori, for example a standard normal
variance law , with the parameters of the law (in the
example σ2) being estimated for the respondents ;

I or the residuals are randomly drawn from the
prediction errors of the deterministic imputation
method observed for the respondents. The predic-
tion errors are determined as follows : for each
respondent, the difference between the value of the
variable to be imputed actually observed and the
value that would be imputed for the respondent is
calculated by applying the deterministic imputation
method.

β . Hot-Deck Imputation

Hot-deck imputation (seer [1]) involves randomly selec-
ting a respondent whose response is used to impute the
missing value. The method is generally applied within
imputation classes.

D. How are the Imputation Classes Created ?

The imputation classes (see [6]) must be such that the
values of the variable to be imputed for mean imputation,
median imputation or hot-deck imputation, or the ratio bet-
ween the variable to be imputed and the auxiliary variable for
ratio imputation, are homogeneous and have little correlation
with the probability of responding to each observation. The
imputation classes can thus be constructed so that the values
of the variable to be imputed observed for the respondents
are homogeneous within them, or based on principles similar
to those for the creation of homogeneous response groups
(see the methodological note on re-weighting), by seeking
to construct groups within which the assumption that all
observations, for respondents or non-respondents, have the
same probability of response is credible.
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V. EXAMPLES

A. The Information System for new business companies

The Information System for new business companies
(Sine) is a survey carried out every two years, in which a
sample of newly created businesses is surveyed three times
over a five-year period : the first time after a few months,
the second time after three years of existence and the last
time after five years. This survey makes it possible to study
the characteristics of business creators, the channels through
which they financed their creation and the difficulties they
face. It also makes it possible to estimate the three- and
five-year survival rates for new businesses.
In the SINE surveys, the correction of non-responses, both
total and partial, is performed via hot-deck imputation
(except for the variables available in the SIRENE business
register, for which cold-deck imputation is used). For the
correction of partial non-responses, each variable to be
imputed is assigned an auxiliary variable to which it is very
closely correlated ; the imputation classes are defined as the
set of the observations all having the same responses for the
auxiliary variable. For the correction of total non-responses,
the imputation classes are constructed from auxiliary
variables correlated to being a respondent.

B. Household Wealth Survey

The Household Wealth Survey is carried out every
six years and aims to measure the material and financial
wealth of a sample of French households in detail. The
questionnaire thus details all the investments and accounts
that a household may have and asks each time if the
members of the household surveyed have any. In addition,
the questionnaire seeks to ascertain the extent of the risk
associated with each investment, so as to be able to study the
investment behaviour of households in accordance with their
other characteristics (income, level of educational attainment,
social class, etc.) and the development of the risks assumed
by the households in accordance with the economic situation.

The imputation procedures for the correction of partial
non-responses in the Household Wealth Survey (see [4])
must respect the correlations between the different qualitative
variables measured in the survey, between household owner-
ship of a securities account and an equity savings plan, for
example, and the levels of risk associated with each of them.
In order to do this, various imputation methods have been
tested in the survey : hot-deck methods, in which a single
donor is used to impute several variables simultaneously, and
joint imputation methods, in which each variable is imputed
in its law subject to the other variables of interest. For
example, securities account ownership is first imputed, then
its level of risk is imputed in the distribution observed among
respondents with a securities account. The equity savings plan
indicator is then imputed in the distribution observed among
respondents with the same values for the securities account
ownership indicator and the same level of associated risk,
where applicable.

VI. CONCLUSION : WHICH METHOD SHOULD BE USED ?

Imputation methods are used to correct partial non-
responses. They can also be used to correct total non-
responses, but re-weighting methods are generally preferred
for that purpose (see the methodological note on the Non-
response correction through re-weighting).

Random imputation methods respect the distributions of
the imputed variables, or the relationships between imputed
and auxiliary variables, but they create more variance that the
deterministic methods. Balanced random imputation methods
have recently been developed by Chauvet et al. (see [5])
in order to preserve the distribution of the imputed variable
while limiting imputation variance. It is also important to note
that implementation of imputation methods using auxiliary
variables is only necessary if the selection process leading
to the respondent sample is also explained by the auxiliary
variables used in the imputation model. In other words, if
the selection of individuals is completely independent of the
auxiliary variables used in the imputation model, not only will
the correction of selection bias be very weak, but the final
estimate could be less accurate due to the variance caused by
the imputation mechanism, in the case of random imputation.
Deterministic methods lead to more accurate estimators of
total variables of interest or means for the variables of interest
than random methods, but they distort the distributions of the
variables of interest or their correlations with the auxiliary
variables used for imputation or the correlations between
imputed variables. Donor methods make it possible to ea-
sily generate potential imputed values for the variables that
cannot take any value (qualitative variables, for example). In
general, the selection of an imputation method depends on the
variable under consideration, the number of observations to
be imputed, the auxiliary information available and how the
survey data is used. For this reason, it is essential to identify
the observations and imputed variables in the individual data
files.
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